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Component identification

Front panel components
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Iltem  Description

1 Serial label pull tab
2 Front video connector (optional)
3 USB 2.0 connector (optional)
4 Optical drive (optional)
5 Systems Insight Display (optional)
6 USB 3.0 connector
7 SAS/SATA/SSD drive bays
o ALFF
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Item Description
1 Optical drive (optional)
2 Serial label pull tab
3 Front video connector (optional)
4 USB 2.0 connector (optional)
5 Systems Insight Display (optional)
6 USB 3.0 connector
7 SAS/SATA/SSD drive bays
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Front panel LEDs and buttons

e 8SFF

e
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Item

Description

Power On/Standby button
and system power LED*

Health LED*

NIC status LED*

UID button/LED*

Status

Solid green = System on

Flashing green (1 Hz/cycle per sec) = Performing power on
sequence

Solid amber = System in standby

Off = No power present**

Solid green = Normal

Flashing green (1 Hz/cycle per sec) =iLO is rebooting.
Flashing amber = System degraded

Flashing red (1 Hz/cycle per sec) = System criticalt
Solid green = Link to network

Flashing green (1 Hz/cycle per sec) = Network active
Off = No network activity

Solid blue = Activated
Flashing blue:

e 1 Hz/cycle per sec = Remote management or firmware upgrade
in progress

e 4 Hz/cycle per sec = iLO manual reboot sequence initiated

e 8 Hz/cycle per sec = iLO manual reboot sequence in progress

Off = Deactivated

*When all four LEDs described in this table flash simultaneously, a power fault has occurred. For more information,

see "Power fault LEDs (on page 9)."

**Eacility power is not present, power cord is not attached, no power supplies are installed, power supply failure has
occurred, or the power button cable is disconnected.
Tif the health LED indicates a degraded or critical state, review the system IML or use iLO to review the system health

status.
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Iltem  Description Status

1 UID button/LED* Solid blue = Activated
Flashing blue:
e 1 Hz/cycle per sec = Remote management or firmware upgrade

in progress

e 4 Hz/cycle per sec = iLO manual reboot sequence initiated
e 8 Hz/cycle per sec = iLO manual reboot sequence in progress
Off = Deactivated

2 NIC status LED* Solid green = Link to network
Flashing green (1 Hz/cycle per sec) = Network active
Off = No network activity

3 Health LED* Solid green = Normal
Flashing green (1 Hz/cycle per sec) = iLO is rebooting.
Flashing amber = System degraded
Flashing red (1 Hz/cycle per sec) = System criticalt

4 Power On/Standby button Solid green = System on
and system power LED* Flashing green (1 Hz/cycle per sec) = Performing power on
sequence

Solid amber = System in standby
Off = No power present**

*When all four LEDs described in this table flash simultaneously, a power fault has occurred. For more information,
see "Power fault LEDs (on page 9)."

**Eacility power is not present, power cord is not attached, no power supplies are installed, power supply failure has
occurred, or the power button cable is disconnected.

1To identify components in a degraded or critical state, see the Systems Insight Display LEDs, check iLO/BIOS logs,
and reference the server troubleshooting guide.

UID button functionality

The UID button can be used to display the HPE ProLiant Pre-boot Health Summary when the server will
not power on. For more information, see the HPE iLO 4 User Guide on the Hewlett Packard Enterprise
website (http://www.hpe.com/info/ilo/docs ).
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Power fault LEDs

The following table provides a list of power fault LEDs, and the subsystems that are affected. Not all
power faults are used by all servers.

Subsystem LED behav ior
System board 1 flash
Processor 2 flashes
Memory 3 flashes

Riser board PCle slots 4 flashes
FlexibleLOM 5 flashes

Removable HPE Flexible Smart Array 6 flashes
controller/Smart SAS HBA controller

System board PCle slots 7 flashes
Power backplane or storage backplane 8 flashes
Power supply 9 flashes

Systems Insight Display LEDs

The Systems Insight Display LEDs represent the system board layout. The display provides status for all
internal LEDs and enables diagnosis with the access panel installed. To view the LEDs, access the
Systems Insight Display.

@ PCIRISER
@ OVERTEMP

POWER @ AMP STATUS
SUPPLIES & @ POWER CAP

8 10 12

1 357 91 13579
FANS (@ 1/@2(@3/@4/ 0506/ 073

Description Status

Processor LEDs  Off = Normal
Amber = Failed processor

DIMM LEDs Off = Normal
Amber = Failed DIMM or configuration issue

Fan LEDs Off = Normal
Amber = Failed fan or missing fan
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Description
NIC LEDs

Power supply
LEDs

PCl riser LED
Over temp LED

Amp Status LED

Power cap LED

Status

Off = No link to network

Solid green = Network link

Flashing green = Network link with activity

If power is off, the front panel LED is not active. For
status, see "Rear panel LEDS and buttons (on page
12)."

Off = Normal

Solid amber = Power subsystem degraded, power
supply failure, or input power lost.

Off = Normal
Amber = Incorrectly installed PCI riser cage
Off = Normal

Amber = High system temperature detected

Off = AMP modes disabled

Solid green = AMP mode enabled
Solid amber = Failover

Flashing amber = Invalid configuration

Off = System is in standby, or no cap is set.
Solid green = Power cap applied

For more information, see "Systems Insight Display LED combinations (on page 10)."

Systems Insight Display LED combinations

When the health LED on the front panel illuminates either amber or red, the server is experiencing a
health event. Combinations of illuminated Systems Insight Display LEDs, the system power LED, and the
health LED indicate system status.

Systems Insight

Health LED  System power  Status

Display LED and LED
color
Processor (amber) Red Amber One or more of the following conditions may
exist:
e Processor in socket X has failed.
e Processor X is not installed in the
socket.
Processor X is unsupported.
ROM detects a failed processor during
POST.
Processor (amber) Amber Green Processor in socket X is in a pre-failure
condition.
DIMM (amber) Red Green One or more DIMMs have failed.
DIMM (amber) Amber Green DIMM in slot X is in a pre-failure condition.
Over temp (amber) Amber Green The Health Driver has detected a cautionary
temperature level.
Over temp (amber) Red Amber The server has detected a hardware critical
temperature level.
PClI riser (amber) Red Green The PCI riser cage is not seated properly.
Fan (amber) Amber Green One fan has failed or has been removed.
Fan (amber) Red Green Two or more fans have failed or been
removed.
Power supply (amber) Red Amber One or more of the following conditions may
exist:

e Only one power supply is installed and
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Systems Insight Health LED  System power  Status

Display LED and LED
color
that power supply is in standby.
e Power supply fault
e System board fault
Power supply (amber) Amber Green One or more of the following conditions may
exist:
e Redundant power supply is installed
and only one power supply is functional.
e AC power cord is not plugged into
redundant power supply.
Redundant power supply fault
Power supply mismatch at POST or
power supply mismatch through
hot-plug addition
Power cap (oﬁ) — Amber Standby
Power cap (green) — Flashing green Waiting for power
Power cap (green) — Green Power is available.
Power cap (flashing — Amber Power is not available.
amber)

[Q’ IMPORTANT: If more than one DIMM slot LED is illuminated, further troubleshooting is
required. Test each bank of DIMMs by removing all other DIMMSs. Isolate the failed DIMM by
replacing each DIMM in a bank with a known working DIMM.

Rear panel components

S 60000000

Item Description

Slot 1 PCle3 x16 (16, 8, 4, 1)
Slot 2 PCle 3 x8 (8, 4, 1)

Slot 3 PCle 3 x16 ( 16, 8, 4, 1)*
Power supply 2

I

Power supply 1

Video connector
NIC connector 4
NIC connector 3

© 00 N o 0o b~ wN

NIC connector 2
NIC connector 1

=
o
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Item

11
12
13
14

Description
iLO 4 connector

Serial connector (optional)

USB 3.0 connectors
FlexibleLOM bay

*The slot 3 PCle 3 riser is optional and requires a second processor before installation.

Slot description example

Slot 2 PCle3 x16 (16 8.4,2))

Slot number

Negoncble link
width(s)
Physical connector

link width

Gen3 signaling rate

Rear panel LEDs and buttons

@

\
L1

%

&

l ‘—\— |:n (_I ]I\

=
a}—mmiﬂ,h--‘

Item

2L

2R

Description
UiD LED

iLO 4/standard NIC
activity LED

iLO 4/standard NIC
link LED

Power supply 2
LED

Power supply 1
LED

Status

Solid blue = Identification is activated.
Flashing blue = System is being managed
remotely.

Off = Identification is deactivated.

Solid green = Activity exists.
Flashing green = Activity exists.
Off = No activity exists.

Solid green = Link exists.
Off = No link exists.

Solid green = Normal

Off = One or more of the following conditions
exists:

AC power unavailable

Power supply failed

Power supply in standby mode

o Power supply exceeded current limit

Solid green = Normal
Off = One or more of the following conditions
exists:

e AC power unavailable
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Item

Description Status

e Power supply failed
e Power supply in standby mode

e Power supply exceeded current limit

System board components

© 00 N O 0~ WN

el A =
© N o A WN RO

Description

FlexibleLOM connector

Primary (processor 1) PCI riser connector
NMI jumper

System maintenance switch

Front VGA/USB 2.0 connector

x4 SATA port 1

x4 SATA port 2

Backplane presence detect connector
Optical/SATA port 5

SATA port 4

Front power/USB 3.0 connector

HPE Smart Storage Battery connector
Optional Location Discovery Services connector
Drive backplane power connector

microSD card slot

Dual internal USB 3.0 connector

Smart Array/HBA connector

Secondary (processor 2) PCI riser connector
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Item Description

19 System battery
20 TPM connector
21 Optional serial port connector

System maintenance switch

Position Default Function

S1* Off Off = iLO 4 security is enabled.
On =iLO 4 security is disabled.

S2 Off Off = System configuration can be
changed.
On = System configuration is locked.

S3 Off Reserved

sS4 Off Reserved

S5* Off Off = Power-on password is enabled.
On = Power-on password is disabled.

SE* ** Off Off = No function
On = Restore default manufacturing
settings

S7 Off Off = Set default boot mode to UEFI.
On = Set default boot mode to legacy.

S8 — Reserved

s9 — Reserved

S10 — Reserved

sS11 — Reserved

S12 — Reserved

*You can access the redundant ROM by setting S1, S5, and S6 to On.

*When the system maintenance switch position 6 is set to the On position, the system is prepared to restore all
configuration settings to their manufacturing defaults.

When the system maintenance switch position 6 is set to the On position and Secure Boot is enabled, some
configurations cannot be restored. For more information, see Secure Boot configuration (on page 130).

14

[Q IMPORTANT: Before using the S7 switch to change to Legacy BIOS Boot Mode, be sure the
HPE Dynamic Smart Array B140i Controller is disabled. Do not use the B140i controller when
the server is in Legacy BIOS Boot Mode.

NMI jumper

The NMI jumper allows administrators to perform a memory dump before performing a hard reset. Crash
dump analysis is an essential part of eliminating reliability problems, such as hangs or crashes in OSs,
device drivers, and applications. Many crashes can freeze a system, requiring you to do a hard reset.
Resetting the system erases any information that would support root cause analysis.

Systems running Microsoft® Windows® experience a blue-screen trap when the OS crashes. When this
happens, Microsoft® recommends that system administrators perform an NMI event by temporarily
shorting the NMI header with a jumper. The NMI event enables a hung system to become responsive
again.
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DIMM slots

DIMM slots are numbered sequentially (1 through 12) for each processor. The supported AMP modes use

the letter assignments for population guidelines.

NVDIMM LEDs

123456 789_0111_?i1234_156 789101112
I I |
| | . I
| | ( |
| | |
| | |
| W | o |
| | ' ’ |
I I |
| | |
I I |
| | |
CGKDH L JFBIEACGKDHL JFBIEA
'Ch3 Ch4 Ch2 Ch1/Ch3 Ch4 h2 Ch1l

When the server boots up, all LEDs flash three times. Any LED activity not described in this section

indicates a possible error.

g
i
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|

O p

[

ERRRCRLLVAN

]

Item LED definitions

1 e Fast-flashing blue = A backup is in progress. Do not remove the
NVDIMM.
e Slow-flashing blue (1 flash/15 seconds) = Normal operation.
2 Reserved
3

remove the NVDIMM.
e Off = Power is not available to the NVDIMM.

PCle riser board slot definitions

Primary riser cage connector, connected to processor 1

e Solid or flashing green = Power is available to the NVDIMM. Do not

PCle 3-slot riser cage

PCle 2-slot x16 riser cage*
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PCle 3-slot riser cage PCle 2-slot x16 riser cage*
1 - 3/4L/FH PCle3 x16 (16, 8,4,2,1) PCle3 x16 (16,8,4,2,1)

2.LP PCle3 x8 (8,4,2,1) PCle3* x8 (8,4,2,1)
3 - LP/3/4L/FH PCle3 x16 (16, 8,4,2,1)** —

*The server ships with one PCle3 riser cage installed in the primary riser cage connector.

*The x16 PCle3 riser cage is optional and can be converted to a FH riser. This conversion requires a
second processor to be installed.

Notes:
e  "Primary" denotes the riser cage is installed in the primary riser connector.
e  "Secondary" denotes the riser cage is installed in the secondary riser connector.

e |Installing the riser cages listed in the table above in either the primary or secondary riser connectors
determines the form factor of the PCI cards supported by those riser cages.

e FL/FH denotes full-length, full-height. HL/FH denotes half-length, full-height. LP denotes low profile.

Slot description example
Slot 2 PCle3 x16 (1() 842))

Negonoble link
width(s)
Physical connector

link width
Gen3 signaling rate
Slot number
Device numbers
e  ALFF configuration
[eeeenaas [eeasasannloe & B0y
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10SFF configurations

Hot-plug SATA/SAS drive LED definitions

With the 10SFF (6 NVMe + 4 SAS/SATA) Express Bay Enablement Option, the server supports

SAS, SATA, and PCle-based NVMe drives in the following locations:
Bays 1 through 4 support SFF SAS and SATA drives only
Bays 5 through 10 support SFF PCle-based NVMe drives only

(0]

(0]

Item

LED
Locate

Activity ring

Do not remove*

Drive status

Status
Solid blue

Flashing blue
Rotating green
Off

Solid white

Off

Solid green
Flashing green

Flashing
amber/green

Flashing amber
Solid amber

Off

Definition

The drive is being identified by a host application.

The drive carrier firmware is being updated or requires an

update.
Drive activity
No drive activity

Do not remove the drive. Removing the drive causes one or

more of the logical drives to fail.

Removing the drive does not cause a logical drive to fail.

The drive is a member of one or more logical drives.

The drive is rebuilding or performing a RAID migration, strip size
migration, capacity expansion, or logical drive extension, or is

erasing.

The drive is a member of one or more logical drives and predicts

the drive will fail.

The drive is not configured and predicts the drive will fail.

The drive has failed.

The drive is not configured by a RAID controller.
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NVMe SSD components

The NVMe SSD is a PCle bus device. A device attached to a PCle bus cannot be removed without
allowing the device and bus to complete and cease the signal/traffic flow.

/\  CAUTION: Do not remove an NVMe SSD from the drive bay while the Do Not Remove
button LED is flashing. The Do Not Remove button LED flashes to indicate the device is still in
use. Removal of the NVMe SSD before the device has completed and ceased signal/traffic
flow can cause loss of data.

O O o
L.
J’ N A I\%‘:—ip é- |

2

Item Description

1 Release lever

2 Activity ring

3 Do Not Remove button
4 Power button

Hot-plug fans

A CAUTION: To avoid damage to server components, fan blanks must be installed in fan bays
1 and 2 in a single-processor configuration.

The only two valid fan configurations are listed in the following table.

Configuration Fanbay1l Fanbay2 Fanbay3 Fanbay4 Fanbay5 Fanbay6 Fanbay?7
1 processor Fan blank  Fan blank  Fan Fan Fan Fan Fan
2 processors Fan Fan Fan Fan Fan Fan Fan
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For a single-processor configuration, five fans and two blanks are required in specific fan bays for
redundancy.

For a dual-processor configuration, seven fans are required for redundancy. A fan failure or missing fan
causes a loss of redundancy. A second fan failure or missing fan causes an orderly shutdown of the
server.

The high performance fan option might be necessary for the following installations:

LR DIMM configuration

ASHRAE compliant configurations

For more information, see the Hewlett Packard Enterprise website
(http://www.hpe.com/servers/ASHRAE ).

The server supports variable fan speeds. The fans operate at minimum speed until a temperature change
requires a fan speed increase to cool the server. The server shuts down during the following
temperature-related scenarios:

At POST and in the OS, iLO 4 performs an orderly shutdown if a cautionary temperature level is
detected. If the server hardware detects a critical temperature level before an orderly shutdown
occurs, the server performs an immediate shutdown.

When the Thermal Shutdown feature is disabled in RBSU, iLO 4 does not perform an orderly
shutdown when a cautionary temperature level is detected. Disabling this feature does not disable
the server hardware from performing an immediate shutdown when a critical temperature level is
detected.

/\  CAUTION: A thermal event can damage server components when the Thermal Shutdown

feature is disabled in RBSU.
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Operations

Powering up the server

To power up the server, press the Power On/Standby button.

Power down the server

Before powering down the server for any upgrade or maintenance procedures, perform a backup of
critical server data and programs.

IMPORTANT: When the server is in standby mode, auxiliary power is still being provided to
the system.

To power down the server, use one of the following methods:

Press and release the Power On/Standby button.

This method initiates a controlled shutdown of applications and the OS before the server enters
standby mode.

Press and hold the Power On/Standby button for more than 4 seconds to force the server to enter
standby mode.

This method forces the server to enter standby mode without properly exiting applications and the
OS. If an application stops responding, you can use this method to force a shutdown.

Use a virtual power button selection through iLO 4.

This method initiates a controlled remote shutdown of applications and the OS before the server
enters standby mode.

Before proceeding, verify that the server is in standby mode by observing that the system power LED is
amber.

Extend the server from the rack

P w bR

NOTE: If the optional cable management arm option is installed, you can extend the server
without powering down the server or disconnecting peripheral cables and power cords. These
steps are only necessary with the standard cable management solution.

Power down the server (on page 20).

Disconnect all peripheral cables and power cords.

Loosen the front panel thumbscrews.

Extend the server on the rack rails until the server rail-release latches engage.

WARNING: To reduce the risk of personal injury or equipment damage, be sure that the rack
is adequately stabilized before extending a component from the rack.

WARNING: To reduce the risk of personal injury, be careful when pressing the server
rail-release latches and sliding the server into the rack. The sliding rails could pinch your
fingers.

After performing the installation or maintenance procedure, slide the server into the rack:

Operations 20



a. Slide the server fully into the rack.
b. Secure the server by tightening the thumbscrews.
6. Connect the peripheral cables and power cords.

Remove the server from the rack

To remove the server from a Hewlett Packard Enterprise, Compaq-branded, Telco, or third-party rack:
1. Power down the server (on page 20).
2.  Extend the server from the rack (on page 20).

3. Disconnect the cabling and remove the server from the rack. For more information, see the
documentation that ships with the rack mounting option.

4. Place the server on a sturdy, level surface.

Remove the access panel

A WARNING: To reduce the risk of personal injury from hot surfaces, allow the drives and the
internal system components to cool before touching them.

A CAUTION: Do not operate the server for long periods with the access panel open or
removed. Operating the server in this manner results in improper airflow and improper cooling
that can lead to thermal damage.

To remove the component:
1. Power down the server (on page 20).
2.  Extend the server from the rack (on page 20).

3. Open or unlock the locking latch, slide the access panel to the rear of the chassis, and remove the
access panel.

Install the access panel

1. Place the access panel on top of the server with the hood latch open. Allow the panel to extend past
the rear of the server approximately 1.25 cm (0.5 in).

Push down on the hood latch. The access panel slides to a closed position.
Tighten the security screw on the hood latch.

Remove the hot-plug fan

To remove the component:
1. Do one of the following:
o Extend the server from the rack (on page 20).
o Remove the server from the rack (on page 21).
2. Remove the access panel (on page 21).
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3.  Remove the fan.

A CAUTION: Do not operate the server for long periods with the access panel open or
removed. Operating the server in this manner results in improper airflow and improper cooling
that can lead to thermal damage.

IMPORTANT: For optimum cooling, install fans in all primary fan locations. For more
information, refer to the fan locations table.

To replace the component, reverse the removal procedure.

Remove the PCI riser cage

1. Back up all server data.
2. Power down the server (on page 20).
3. Do one of the following:
o Extend the server from the rack (on page 20).
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o Remove the server from the rack (on page 21).

4. Remove the access panel (on page 21).
5. Remove the PClI riser cage.

Install the PCI riser cage

1. Install the PCl riser cage.

Install the access panel (on page 21).

Install the server into the rack.

Connect each power cord to the server.
Connect each power cord to the power source.

B

Power up the server ("Powering up the server" on page 20).
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Removing the 8 SFF drive backplane

© N o 0 &

Back up all server data.

Power down the server (on page 20).

Do one of the following:

o Extend the server from the rack (on page 20).
o Remove the server from the rack (on page 21).
Remove the access panel (on page 21).

Remove all drives ("Removing a hot-plug SAS or SATA drive" on page 54).

Remove all drive blanks ("Removing the hard drive blank" on page 53).
Disconnect and remove all cables connected to the drive backplane.
Remove the 8SFF SAS/SATA drive backplane.
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Setup

Optional services

Delivered by experienced, certified engineers, HPE support services help you keep your servers up and
running with support packages tailored specifically for HPE ProLiant systems. HPE support services let
you integrate both hardware and software support into a single package. A number of service level
options are available to meet your business and IT needs.

HPE support services offer upgraded service levels to expand the standard product warranty with
easy-to-buy, easy-to-use support packages that will help you make the most of your server investments.
Some of the HPE support services for hardware, software or both are:

Foundation Care — Keep systems running.

o 6-Hour Call-to-Repair

o 4-Hour 24x7

o Next Business Day

Proactive Care — Help prevent service incidents and get you to technical experts when there is one.
o 6-Hour Call-to-Repair

o 4-Hour 24x7

o Next Business Day

Startup and implementation services for both hardware and software

HPE Education Services — Help train your IT staff.

For more information on HPE support services, see the Hewlett Packard Enterprise website
(http://www.hpe.com/services ).

Set up the server

Before setting up the server, be sure to read the following:

Operational requirements

Safety and compliance information on the HPE website:
http://www.hpe.com/support _/safety -compliance -enterprisepr _oducts

Unbox the server and verify the contents:

o Aserver

o A power cord

o Rack-mounting hardware

o Documentation

(Optional) Install hardware options.

For installation instructions, see “Hardware options installation.”
Install the server in a rack.

The rack rail documentation is included with the rack rails.
a. Connect devices.

b. Connect network cables.
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c. Connect power cords.

Decide how to manage the server:

o To manage the server locally, use a KVM switch or a mouse, keyboard, and monitor.

o Tomanage the server remotely, use a remote browser to connect through the iLO web interface:
Verify that a network cable is connected to the iLO management port.
Locate the iLO hostname or IP address:

— If a DHCP server assigns the IP address:
Locate the hostname on the serial label pull tab.

Locate the iLO IP address displayed on the boot screen. You can also try pinging the
hostname from a remote workstation.

— If a static IP address is assigned, use that IP address to connect to the server iLO.

c. Using the iLO hostname or IP address, connect to the iLO web interface, and then log in to the
iLO web interface.

<https://hostname or IP address>
The default credentials are on the serial label pull tab.

d. Inthe side navigation, click the Remote Console & Media link, and then launch a remote console.
Remote management is started.

Press the Power On/Standby button.

The iLO virtual power button can also power up the server through the iLO web interface or remote
console.

(Optional) Create logical drives or set up RAID.

o If a Smart Array controller is installed, press F10 at the boot screen to launch Intelligent
Provisioning and then access HPE Smart Storage Administrator.

o If no controller is installed, enable the embedded Smart Array controller in the UEFI System
Utilities, and then use HPE Smart Storage Administrator.

If you experience issues, try updating the firmware.
Deploy an OS or virtualization software.

If an OS or virtualization software is already installed, Hewlett Packard Enterprise recommends
updating the drivers.

To deploy an OS to a single server:
a. Verify that the OS is supported:
http://www.hpe.com/info/ossupport

b. Insert the installation media.

On remote deployments, mount the image to a virtual drive using the iLO remote console. From
the iLO Integrated Remote Console window, click Virtual Drives and then select how to mount
the media.

c. Deploy the OS.

— To perform an automated OS installation using Intelligent Provisioning, press F10 at the boot
screen.

— To boot the server from the installation media, press F11 at the boot screen, and then select
the boot device.

d. After the OS is installed, update the drivers.
For advanced OS deployment options, see “OS deployment options.”
Register the server (http://www.hpe.com/info/register ).
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Operational requirements

When installing the server in a rack, select a location that meets the environmental standards described in
this section.

Space and airflow requirements

To allow for servicing and adequate airflow, observe the following space and airflow requirements when
deciding where to install a rack:

e Leave a minimum clearance of 85.09 cm (33.5 in) in front of the rack.
e Leave a minimum clearance of 76.2 cm (30 in) behind the rack.

e | eave a minimum clearance of 121.9 cm (48 in) from the back of the rack to the back of another rack
or row of racks.

Hewlett Packard Enterprise servers draw in cool air through the front door and expel warm air through the
rear door. Therefore, the front and rear rack doors must be adequately ventilated to allow ambient room
air to enter the cabinet, and the rear door must be adequately ventilated to allow the warm air to escape
from the cabinet.

A CAUTION: To prevent improper cooling and damage to the equipment, do not block the
ventilation openings.

When vertical space in the rack is not filled by a server or rack component, the gaps between the
components cause changes in airflow through the rack and across the servers. Cover all gaps with
blanking panels to maintain proper airflow.

A CAUTION: Always use blanking panels to fill empty vertical spaces in the rack. This
arrangement ensures proper airflow. Using a rack without blanking panels results in improper
cooling that can lead to thermal damage.

The 9000 and 10000 Series Racks provide proper server cooling from flow-through perforations in the
front and rear doors that provide 64 percent open area for ventilation.

A CAUTION: When using a Compaq branded 7000 series rack, install the high airflow rack
door insert (PN 327281-B21 for 42U rack, PN 157847-B21 for 22U rack) to provide proper
front-to-back airflow and cooling.

A CAUTION: If a third-party rack is used, observe the following additional requirements to
ensure adequate airflow and to prevent damage to the equipment:

e Front and rear doors—If the 42U rack includes closing front and rear doors, you must allow
5,350 sg cm (830 sq in) of holes evenly distributed from top to bottom to permit adequate
airflow (equivalent to the required 64 percent open area for ventilation).

¢ Side—The clearance between the installed rack component and the side panels of the rack
must be a minimum of 7 cm (2.75 in).

Temperature requirements

To ensure continued safe and reliable equipment operation, install or position the system in a
well-ventilated, climate-controlled environment.

The maximum recommended ambient operating temperature (TMRA) for most server products is 35°C
(95F). The temperature in the room where the rack is located must not exceed 35T (95F).

For information on ambient operating temperature support above 35T, see the Hewlett Packard
Enterprise website (http://www.hpe.com/servers/ASHRAE ).
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JAN CAUTION: To reduce the risk of damage to the equipment when installing third-party options:
¢ Do not permit optional equipment to impede airflow around the server or to increase the
internal rack temperature beyond the maximum allowable limits.
¢ Do not exceed the manufacturer's TMRA.

Power requirements

Installation of this equipment must comply with local and regional electrical regulations governing the
installation of information technology equipment by licensed electricians. This equipment is designed to
operate in installations covered by NFPA 70, 1999 Edition (National Electric Code) and NFPA-75, 1992
(code for Protection of Electronic Computer/Data Processing Equipment). For electrical power ratings on
options, refer to the product rating label or the user documentation supplied with that option.

A WARNING: To reduce the risk of personal injury, fire, or damage to the equipment, do not
overload the AC supply branch circuit that provides power to the rack. Consult the electrical
authority having jurisdiction over wiring and installation requirements of your facility.

A CAUTION: Protect the server from power fluctuations and temporary interruptions with a
regulating uninterruptible power supply. This device protects the hardware from damage

caused by power surges and voltage spikes and keeps the system in operation during a power
failure.

When installing more than one server, you might need to use additional power distribution devices to
safely provide power to all devices. Observe the following guidelines:

e  Balance the server power load between available AC supply branch circuits.

e Do not allow the overall system AC current load to exceed 80% of the branch circuit AC current
rating.

e Do not use common power outlet strips for this equipment.
e  Provide a separate electrical circuit for the server.

For more information on the hot-plug power supply and calculators to determine server power
consumption in various system configurations, see the Hewlett Packard Enterprise Power Advisor
website (http://www.hpe.com/info/poweradvisor/online ).

Electrical grounding requirements

The server must be grounded properly for proper operation and safety. In the United States, you must
install the equipment in accordance with NFPA 70, 1999 Edition (National Electric Code), Article 250, as
well as any local and regional building codes. In Canada, you must install the equipment in accordance
with Canadian Standards Association, CSA C22.1, Canadian Electrical Code. In all other countries, you
must install the equipment in accordance with any regional or national electrical wiring codes, such as the
International Electrotechnical Commission (IEC) Code 364, parts 1 through 7. Furthermore, you must be
sure that all power distribution devices used in the installation, such as branch wiring and receptacles, are
listed or certified grounding-type devices.

Because of the high ground-leakage currents associated with multiple servers connected to the same
power source, Hewlett Packard Enterprise recommends the use of a PDU that is either permanently wired
to the building’s branch circuit or includes a nondetachable cord that is wired to an industrial-style plug.
NEMA locking-style plugs or those complying with IEC 60309 are considered suitable for this purpose.
Using common power outlet strips for the server is not recommended.

Connecting a DC power cable to a DC power source
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A WARNING: To reduce the risk of electric shock or energy hazards:

e This equipment must be installed by trained service personnel, as defined by the NEC and
IEC 60950-1, Second Edition, the standard for Safety of Information Technology
Equipment.

e Connect the equipment to a reliably grounded Secondary circuit source. A Secondary
circuit has no direct connection to a Primary circuit and derives its power from a
transformer, converter, or equivalent isolation device.

e The branch circuit overcurrent protection must be rated 27 A.

WARNING: When installing a DC power supply, the ground wire must be connected before
the positive or negative leads.

WARNING: Remove power from the power supply before performing any installation steps or
maintenance on the power supply.

CAUTION: The server equipment connects the earthed conductor of the DC supply circuit to
the earthing conductor at the equipment. For more information, see the documentation that
ships with the power supply.

A CAUTION: If the DC connection exists between the earthed conductor of the DC supply circuit
and the earthing conductor at the server equipment, the following conditions must be met:

e This equipment must be connected directly to the DC supply system earthing electrode
conductor or to a bonding jumper from an earthing terminal bar or bus to which the DC
supply system earthing electrode conductor is connected.

e This equipment should be located in the same immediate area (such as adjacent cabinets)
as any other equipment that has a connection between the earthed conductor of the same
DC supply circuit and the earthing conductor, and also the point of earthing of the DC
system. The DC system should be earthed elsewhere.

The DC supply source is to be located within the same premises as the equipment.
Switching or disconnecting devices should not be in the earthed circuit conductor between
the DC source and the point of connection of the earthing electrode conductor.

To connect a DC power cable to a DC power source:
1. Cutthe DC power cord ends no shorter than 150 cm (59.06 in).

2. If the power source requires ring tongues, use a crimping tool to install the ring tongues on the power
cord wires.

[Q’ IMPORTANT: The ring terminals must be UL approved and accommodate 12 gauge wires.

A4,

[Q’ IMPORTANT: The minimum nominal thread diameter of a pillar or stud type terminal must be
3.5 mm (0.138 in); the diameter of a screw type terminal must be 4.0 mm (0.157 in).

3.  Stack each same-colored pair of wires and then attach them to the same power source. The power
cord consists of three wires (black, red, and green).

For more information, see the documentation that ships with the power supply.

Installing the server into the rack

To install the server into a rack with square, round, or threaded holes, refer to the instructions that ship
with the rack hardware Kkit.

If you are installing the server into a telco rack, order the appropriate option kit at the RackSolutions.com
website (http://www.racksolutions.com/hp ). Follow the server-specific instructions on the website to
install the rack brackets.
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Use the following information when connecting peripheral cables and power cords to the server.

A WARNING: This server is heavy. To reduce the risk of personal injury or damage to the

equipment:

e Observe local occupational health and safety requirements and guidelines for manual
material handling.

¢ Get help to lift and stabilize the product during installation or removal, especially when the
product is not fastened to the rails. Hewlett Packard Enterprise recommends that a
minimum of two people are required for all rack server installations. A third person may be
required to help align the server if the server is installed higher than chest level.

e Use caution when installing the server in or removing the server from the rack; it is unstable
when not fastened to the rails.

/\ CAUTION: Always plan the rack installation so that the heaviest item is on the bottom of the
rack. Install the heaviest item first, and continue to populate the rack from the bottom to the top.

1. Install the server and cable management arm into the rack. See the installation instructions that ship
with the selected rail system.

2. Connect the peripheral devices to the server.

S 60000000

Item Description

1 Slot 1 PCle3 x16 (16, 8, 4, 1)
2 Slot 2 PCle 3 x8 ( 8, 4, 1)

3 Slot 3 PCle 3 x16 ( 16, 8, 4, 1)*
4 Power supply 2

5 Power supply 1

6 Video connector

7 NIC connector 4

8 NIC connector 3

9 NIC connector 2

10 NIC connector 1

11 iLO 4 connector

12 Serial connector (optional)
13 USB 3.0 connectors

14 FlexibleLOM bay
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*The slot 3 PCle 3 riser is optional and requires a second processor before installation.

Slot description example
Slot 2 PCle3 x16(16,8,4,2,1)
T Negotiable link
width(s)
Physical connector
link width
Gen3 signaling rate

Slot number

3. Connect the power cord to the server.
4. Use the hook-and-loop strap to secure the power cord.
5. Connect the power cord to the power source.

Registering the product

To experience quicker service and more efficient support, register the product at the Hewlett Packard

Enterprise Product Registration website (http://www.hpe.com/info/register ).
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Hardware options installation

Introduction

If more than one option is being installed, read the installation instructions for all the hardware options and
identify similar steps to streamline the installation process.

A WARNING: To reduce the risk of personal injury from hot surfaces, allow the drives and the
internal system components to cool before touching them.

A CAUTION: To prevent damage to electrical components, properly ground the server before
beginning any installation procedure. Improper grounding can cause electrostatic discharge.

High-performance fan option

This kit is available to meet some extended ambient operating temperatures above 35 degrees Celsius.
For more information about the qualifications for extended ambient configurations, see the Hewlett
Packard Enterprise website (http://www.hpe.com/ _servers/ASHRAE ).

To install the component:
1. Power down the server (on page 20).
2. Remove all power:
a. Disconnect each power cord from the power source.
b. Disconnect each power cord from the server.
3. Do one of the following:
o Extend the server from the rack (on page 20).
o Remove the server from the rack (on page 21).
4. Remove the access panel (on page 21).

[Q IMPORTANT: Do not mix standard fans and high-performance fans in the same server.
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5. Remove all standard fans from the fan bays.

6.
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7. Install high-performance fans in each of the 7 fan bays.

Install the access panel (on page 21).

Slide the server into the rack.
10. Connect each power cord to the server.
11. Connect each power cord to the power source.
12. Press the Power On/Standby button.

The server exits standby mode and applies full power to the system. The system power LED
changes from amber to green.

Processor and fan option

The server supports single-processor and dual-processor operations.

A CAUTION: To avoid damage to the processor and system board, only authorized personnel
should attempt to replace or install the processor in this server.

A CAUTION: To prevent possible server malfunction and damage to the equipment,
multiprocessor configurations must contain processors with the same part number.

[Q’ IMPORTANT: If installing a processor with a faster speed, update the system ROM before
installing the processor.

To install the processor:

1. Power down the server (on page 20).

2. Remove all power:
a. Disconnect each power cord from the power source.
b. Disconnect each power cord from the server.

3. Do one of the following:
o Extend the server from the rack (on page 20).
o Remove the server from the rack (on page 21).
Remove the access panel (on page 21).
Remove the processor blank.
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6.

7.

Open each of the processor locking levers in the order indicated in the following illustration, and then
open the processor retaining bracket.

/\  CAUTION: THE PINS ON THE SYSTEM BOARD ARE VERY FRAGILE AND EASILY
DAMAGED. To avoid damage to the system board, do not touch the processor or the
processor socket contacts.
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8.

Install the processor. Verify that the processor is fully seated in the processor retaining bracket by
visually inspecting the processor installation guides on either side of the processor. THE PINS ON

THE SYSTEM BOARD ARE VERY FRAGILE AND EASILY DAMAGED.

Close the processor retaining bracket. When the processor is installed properly inside the processor

9.
retaining bracket, the processor retaining bracket clears the flange on the front of the socket.

A CAUTION: Do not press down on the processor. Pressing down on the processor might
damage the processor socket and the system board. Press only in the area indicated on the

processor retaining bracket.

Press and hold the processor retaining bracket in place, and then close each processor locking
lever. Press only in the area indicated on the processor retaining bracket.

10.
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A CAUTION: Close and hold down the processor cover socket while closing the processor
locking levers. The levers should close without resistance. Forcing the levers closed can
damage the processor and socket, requiring system board replacement.

11. Remove the heatsink cover.
/\  CAUTION: Atfter the cover is removed, do not touch the thermal interface media.

12. Install the heatsink:
a. Position the heatsink on the processor backplate.
b. Tighten one pair of diagonally opposite screws halfway, and then tighten the other pair of screws.

c. Finish the installation by completely tightening the screws in the same sequence.
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13.

14.

15.
16.
17.
18.
19.

i
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Install the fans into locations 1 and 2.

Remove the fan blanks from locations 1 and 2. For fan location and numbering information, see
"Hot-plug fans (on page 18)" or the label attached to the chassis next to the fans.

IMPORTANT: Do not mix standard fans and high-performance fans in the same server.

Install the access panel (on page 21).

Install the server into the rack.

Connect each power cord to the server.
Connect each power cord to the power source.
Press the Power On/Standby button.

The server exits standby mode and applies full power to the system. The system power LED

changes from amber to green.
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High performance heatsink

Although these heatsinks are required for certain processors, they can also be used to reduce fan power
consumption with processors that only need standard-performance heatsinks.

Fan power savings varies by server configuration and workload and thus has been optimized to improve
fan power in either high workloads, dense configurations, and/or extended ambient configurations.

For a list of processors that are compatible with these high-performance heatsinks, see the QuickSpecs
on the Hewlett Packard Enterprise website (http://www.hpe.com/info/gs ).

A WARNING: To reduce the risk of personal injury, electric shock, or damage to the equipment,

remove the power cord to remove power from the server. Pressing the Power On/Standby
button does not shut off system power completely. Portions of the power supply and some

internal circuitry remain active until AC power is removed.

To install the component:

1.
2.

o »

6.

Power down the server (on page 20).
Remove all power:

a. Disconnect each power cord from the power source.

b. Disconnect each power cord from the server.
Do one of the following:

o Extend the server from the rack (on page 20).
o Remove the server from the rack (on page 21).
Remove the access panel (on page 21).

Remove the standard heatsinks.

Clean the old thermal grease from the processor with the alcohol swab. Allow the alcohol to

evaporate before continuing.
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7. Remove the heatsink cover.

9. Install the access panel (on page 21).

10. Install the server into the rack.

11. Connect each power cord to the server.

12. Connect each power cord to the power source.
13. Press the Power On/Standby button.

The server exits standby mode and applies full power to the system. The system power LED
changes from amber to green.

Memory options

This server supports multiple DIMM types:
e Regular RDIMMs
e | RDIMMs
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e Regular RDIMMs and NVDIMM-Ns

NVDIMM-Ns are supported when installed together with a regular RDIMM on the same system with
an HPE Smart Storage Battery. For more information on NVDIMM-Ns and persistent memory, see
the Hewlett Packard Enterprise website (http://www.hpe.com/info/persistentmemory ) and the
product QuickSpecs on the Hewlett Packard Enterprise website (http://www.hpe.com/info/gs ).

14

i

IMPORTANT: This server does not support mixing LRDIMMs or RDIMMs. Attempting to mix
any combination of these DIMMs can cause the server to halt during BIOS initialization.

All types are referred to as DIMMs when the information applies to all types. When specified as LRDIMM
or RDIMM, the information applies to that type only. All memory installed in the server must be the same

type.

For more information about product features, specifications, options, configurations, and compatibility,
see the product QuickSpecs on the Hewlett Packard Enterprise website (http://www.hpe.com/info/gs ).

Memory-processor compatibility information

The processor installed in the server determines the type of DIMMs supported by the server. For the latest
memory configuration information, see the following resources:

e  The product QuickSpecs on the Hewlett Packard Enterprise website (http://www.hpe.com/info/gs )

e  HPE Server Memory Configurator
(https://h22195.www?2.hpe.com/DDR4memoryconfig/Home/Legal

)

DIMM type

e Intel Xeon E5-2600 v3 processors support:
Single-rank and dual-rank PC4-2133P (DDR4-2133) RDIMMs operating at up to 2133 MT/s
Dual- and quad-rank PC4-2133P (DDR4-2133) LRDIMMs operating at up to 2133 MT/s

(0]

(0]

e Intel Xeon E5-2600 v4 processors support:
Single-rank and dual-rank PC4-2400T (DDR4-2400) RDIMMSs operating at up to 2400 MT/s
Single-rank PC4-2133P (DDR4-2133) NVDIMM-Ns operating at up to 2133 MT/s

Dual-rank and quad-rank PC4-2400T (DDR4-2400) LRDIMMs operating at up to 2400 MT/s
Octal-rank PC4-2400U (DDR4-2400) LRDIMMs operating at up to 2400 MT/s

DIMM specifications

(o}

(o}

(o}

(o}

DIMM specifications — Intel Xeon E5-2600 v3 processor installed

Type Rank Capacity (GB) Native speed (MT/s)  Voltage

RDIMM Single 40r8 2133 STD

RDIMM Dual 8, 16, or 32 2133 STD

LRDIMM Dual 16 2133 STD

LRDIMM Quad 32 or64 2133 STD

DIMM specifications — Intel Xeon E5-2600 v4 processor installed

Type Rank Capacity (GB) Native speed Voltage
(MT/s)

RDIMM Single 8orl6 2400 STD

NVDIMM-N Single 8 2133 STD

(RDIMM)

RDIMM Dual 16 or 32 2400 STD

LRDIMM Dual 32 2400 STD
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Type Rank Capacity (GB) Native speed Voltage
(MT/s)
LRDIMM Quad 64 2400 STD
LRDIMM Octal 128 2400 STD
Populated DIMM speed (MT/s)
Populated DIMM speed — Intel Xeon E5-2600 v3 processor installed
Type Rank Capacity 1 DIMM per 2 DIMMs per 3 DIMMs per
(GB) channel (MT/s) channel (MT/s) channel (MT/s)
RDIMM Single 40r8 2133 2133 1600
RDIMM Dual 8, 16, or 32 2133 2133 1600
LRDIMM Dual 16 2133 2133 1866
LRDIMM Quad 32 or 64 2133 2133 1866
Populated DIMM speed — Intel Xeon E5-2600 v4 processor installed
Type Rank Capacity 1 DIMM per 2 DIMMs per 3 DIMMs per
(GB) channel (MT/s) channel (MT/s) channel (MT/s)
RDIMM Single 8or 16 2400 2133 1866
NVDIMM-N Single 8 2133 1866 1600
(RDIMM)
RDIMM Dual 16 or 32 2400 2400 1866
LRDIMM Dual 32 2400 2400 2400
LRDIMM Quad 64 2400 2400 2400
LRDIMM Octal 128 2400 2400 2400

The operating memory speed is a function of the rated DIMM speed, DIMMs installed per channel,
processor model, and the speed selected in the BIOS/Platform Configuration (RBSU) of the UEFI System
Utilities.

Depending on the processor model, the number of DIMMs installed, and whether LRDIMMs or RDIMMs
are installed, the memory clock speed can be reduced to 1866 MT/s.

Maximum memory capacity

The maximum memory capacity is a function of the DIMM capacity, number of installed DIMMs, number
of NVDIMMs, memory type, and number of installed processors.

Maximum memory capacity — Intel Xeon E5-2600 v3 processor installed

DIMM type DIMM rank Capacity (GB) One processor (GB) Two processors (GB)
RDIMM Single 4 48 96

RDIMM Single 8 96 192

RDIMM Dual 8 96 192

RDIMM Dual 16 192 384

RDIMM Dual 32 384 768

LRDIMM Dual 16 192 384

LRDIMM Dual 32 384 768

LRDIMM Quad 64 768 1536

Maximum memory capacity — Intel Xeon E5-2600 v4 processor installed
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DIMM type DIMM rank Capacity (GB) One processor (GB) Two processors (GB)
RDIMM Single 8 96 192

RDIMM Single 16 192 384

RDIMM Dual 16 192 384

RDIMM Dual 32 384 768

LRDIMM Dual 32 384 768

LRDIMM Quad 64 768 1536

LRDIMM Octal 128 1536 3072

For the latest memory configuration information, see the QuickSpecs on the Hewlett Packard Enterprise
website (http://www.hpe.com/info/gs ).

SmartMemory

SmartMemory authenticates and unlocks certain features available only on Qualified memory and verifies
whether installed memory has passed Hewlett Packard Enterprise qualification and test processes.
Qualified memory is performance-tuned for ProLiant and BladeSystem servers and provides future
enhanced support through Active Health and manageability software.

Persistent memory combines the performance of memory with the persistence of traditional storage.
NVDIMMs are DIMMs that provide persistent memory and install in standard DIMM slots.

NVDIMM-Ns are NVDIMMs that combine DRAM with NAND flash memory, backing up the DRAM
contents to flash memory on power loss and restoring from NAND flash memory to DRAM on power on.
NVDIMM-Ns provide applications with the full performance capability of DRAM. NVDIMM-Ns are
supported in select HPE servers, drawing power from the HPE Smart Storage Battery to perform the
backup. The HPE 8GB NVDIMM is an NVDIMM-N.

For more information about NVDIMM-Ns and persistent memory, see the HPE 8GB NVDIMM User Guide
on the Hewlett Packard Enterprise Information Library (http://www.hpe.com/info/NVDIMM _-docs).

Operation stages for NVDIMM-Ns

e  While the server is powered on:

o Each NVDIMM-N operates at the speed of a regular DDR4 DIMM and data is stored in the
DRAM.

o Each NVDIMM-N accesses data in the DRAM based on the processor load/store instructions
and PCle memory read and write transactions.

o Each NVDIMM-N is accessed using special device drivers.
o Each NVDIMM-N is not presented as regular system memory.
e  When power to the server is lost:
o Each NVDIMM-N copies or backs up data from its DRAM to its NAND flash memory.
o Each NVDIMM-N draws power from the HPE Smart Storage Battery on the server.
e  While the server is powered off, data is saved in the NAND flash memory of each NVDIMM-N.

e  When the server is powered on, each NVDIMM-N restores data from its NAND flash memory to its
DRAM during the server POST process.

For more information on persistent memory, see the Hewlett Packard Enterprise website
(http://www.hpe.com/info/persistentmemory ). For more information about HPE NVDIMMs, see the
product QuickSpecs on the Hewlett Packard Enterprise website (http://www.hpe.com/info/gs ).
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Memory subsystem architecture

The memory subsystem in this server is divided into channels. Each processor supports four channels,
and each channel supports three DIMM slots, as shown in the following table.

Channel Population order Slot number
1 A 12
E 11
| 10
2 B 9
F 8
J 7
3 C 1
G 2
K 3
4 D 4
H 5
L 6

For the location of the slot numbers, see "DIMM slot locations ("DIMM slots" on page 15)."

This multi-channel architecture provides enhanced performance in Advanced ECC mode. This
architecture also enables Online Spare Memory mode.

DIMM slots in this server are identified by number and by letter. Letters identify the population order. Slot
numbers indicate the DIMM slot ID for spare replacement.

For more information about NVDIMM-Ns and persistent memory, see the HPE 8GB NVDIMM User Guide
on the Hewlett Packard Enterprise Information Library (http://www.hpe.com/info/NVDIMM _-docs ).

DIMM ranks

To understand and configure memory protection modes properly, an understanding of DIMM rank is
helpful. Some DIMM configuration requirements are based on these classifications.

A single-rank DIMM has one set of memory chips that is accessed while writing to or reading from the
memory. A dual-rank DIMM is similar to having two single-rank DIMMs on the same module, with only one
rank accessible at a time. A quad-rank DIMM is, effectively, two dual-rank DIMMs on the same module.
Only one rank is accessible at a time. The server memory control subsystem selects the proper rank
within the DIMM when writing to or reading from the DIMM.

Dual- and quad-rank DIMMs provide the greatest capacity with the existing memory technology. For
example, if current DRAM technology supports 8-GB single-rank DIMMSs, a dual-rank DIMM would be 16
GB, and a quad-rank DIMM would be 32 GB, and an octal-rank LRDIMM would be 64 GB.

LRDIMMs are labeled as quad- and octal-rank DIMMs. There are four and eight ranks of DRAM on the
DIMM, but the LRDIMM buffer creates an abstraction that allows the DIMM to appear as a logical
dual-rank DIMM to the system. This is called Rank Multiplication. The LRDIMM buffer also isolates the
electrical loading of the DRAM from the system to allow for faster operation. These two changes allow the
system to support up to three LRDIMMs per memory channel, providing for greater memory capacity and
higher memory operating speed compared to quad-rank RDIMMs.

|dentifying DIMM and NVDIMMs

DIMMs and NVDIMMs are visibly different and contain different information on the label.
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DIMM identification

To determine DIMM characteristics, see the label attached to the DIMM and refer to the following
illustration and table.

000 0 000

/
Io o

13
W

[ =11 |
/@GB 1Rx4 DDR4-2400P-R

1 1 0T - | “

== |
\III—IIII\TI‘II— B T D D L
f

Iltem Description Definition
1 Capacity 8 GB
16 GB
32GB
64 GB
128 GB

2 Rank 1R = Single-rank
2R = Dual-rank
4R = Quad-rank
8R = Octal-rank

3 Data width on DRAM x4 = 4-bit
x8 = 8-bit
4 Memory generation DDR4
5 Maximum memory speed 2400 MT/s
6 CAS latency P=15
T=17
7 DIMM type R = RDIMM (registered)

L = LRDIMM (load reduced)

For more information about product features, specifications, options, configurations, and compatibility,
see the product QuickSpecs on the Hewlett Packard Enterprise website (http://www.hpe.com/info/gs ).
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NVDIMM identification

To determine NVDIMM characteristics, see the full product description as shown in the following example:
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(BGB 1RX4 NN4-2133

BGE 1RX4 NN4-2133P-RZZ-02

|
Iltem Description Definition
1 Capacity 8GB
2 Rank 1R (Single rank)
3 Data width x4 (4 bit)
4 Memory type NVDIMM-N
5 Maximum memory speed 2133 MT/s
6 Speed grade P (CAS 15-15-15)
7 DIMM type RDIMM (registered)
8 Reserved —

For more information about product features, specifications, options, configurations, and compatibility,
see the product QuickSpecs on the Hewlett Packard Enterprise website (http://www.hpe.com/info/gs ).

Memory configurations

14,

[Q’ IMPORTANT: When NVDIMMs are installed on a server, only the Advanced ECC AMP
mode is supported.

To optimize server availability, the server supports the following AMP modes:
e Advanced ECC—Provides up to 4-bit error correction. This mode is the default option for this server.

e  Online spare memory—Provides protection against failing or degraded DIMMs. Certain memory is
reserved as spare, and automatic failover to spare memory occurs when the system detects a DIMM
that is degrading. This allows DIMMs that have a higher probability of receiving an uncorrectable
memory error (which would result in system downtime) to be removed from operation.

e  Mirrored memory—Provides maximum protection against failed DIMMs. Uncorrectable errors in one
channel are corrected by the mirror channel.

Advanced Memory Protection options are configured in the BIOS/Platform Configuration (RBSU). If the
requested AMP mode is not supported by the installed DIMM configuration, the server boots in Advanced
ECC mode. For more information, see the HPE UEFI System Utilities User Guide for HPE ProLiant Gen9
Servers on the Hewlett Packard Enterprise website (http://www.hpe.com/info/ProLiantUEFl/docs ).
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Advanced ECC memory configuration

Advanced ECC memory is the default memory protection mode for this server. Standard ECC can correct
single-bit memory errors and detect multi-bit memory errors. When multi-bit errors are detected using
Standard ECC, the error is signaled to the server and causes the server to halt.

Advanced ECC protects the server against some multi-bit memory errors. Advanced ECC can correct
both single-bit memory errors and 4-bit memory errors if all failed bits are on the same DRAM device on
the DIMM.

Advanced ECC provides additional protection over Standard ECC because it is possible to correct certain
memory errors that would otherwise be uncorrected and result in a server failure. Using HPE Advanced
Memory Error Detection technology, the server provides notification when a DIMM is degrading and has a
higher probability of uncorrectable memory error.

Online Spare memory configuration

Online spare memory provides protection against degraded DIMMs by reducing the likelihood of
uncorrected memory errors. This protection is available without any operating system support.

Online spare memory protection dedicates one rank of each memory channel for use as spare memory.
The remaining ranks are available for OS and application use. If correctable memory errors occur at a rate
higher than a specific threshold on any of the non-spare ranks, the server automatically copies the
memory contents of the degraded rank to the online spare rank. The server then deactivates the failing
rank and automatically switches over to the online spare rank.

Mirrored memory configuration

Mirroring provides protection against uncorrected memory errors that would otherwise result in server
downtime. Mirroring is performed at the channel level to one memory channel pair that can be either:

e  Channel 1 data being mirrored in channel 2
e  Channel 3 data being mirrored in channel 4

If an uncorrectable error is detected in the active memory channel, data is retrieved from the mirror
channel. This channel becomes the new active channel, and the system disables the channel with the
failed DIMM.

General DIMM and NVDIMM-N slot population guidelines
Population requirements
e Do not mix RDIMMs, UDIMMs, and LRDIMMs.

e When NVDIMM-Ns are installed in this server, install at least one regular RDIMM in a DIMM slot
associated with the first processor installed.

e Install DIMMs only if the corresponding processor is installed.

e  When mixing regular DIMMs and NVDIMM-Ns in a channel, install the regular DIMMs first and then
install the NVDIMM-NSs in the channel.

e  When installing NVDIMM-Ns in this server and using the HPE 96W Smart Storage Battery, install a
maximum of 16 NVDIMM-Ns in the server.

e  When single-rank, dual-rank, and quad-rank DIMMs are populated for two DIMMSs per channel or
three DIMMs per channel, install the higher numbered rank DIMM first in the channel (starting from
the farthest DIMM slot). For example, install the quad-rank DIMM first, the dual-rank DIMM next, and
the single-rank DIMM last.

Population recommendations
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To utilize all memory channels and provide best performance when one processor is installed, install
regular DIMMs in sequential alphabetic order: A, B, C, D, E, F, and so forth.

When two processors are installed, install the regular DIMMs in sequential alphabetic order
balanced between the two processors: P1-A, P2-A, P1-B, P2-B, P1-C, P2-C, and so forth. If
installing NVDIMM-Ns in an unbalanced configuration, see the HPE 8GB NVDIMM User Guide on
the Hewlett Packard Enterprise Information Library (http://www.hpe.com/info/NVDIMM _-docs).

To achieve the best performance, install only two DIMMs per channel in servers with three DIMM
slots per channel. When three DIMMSs per channel are populated, the speed reduces from 2400
MT/s or 2133 MT/s to 1600 MT/s.

The operating frequency is reduced to 1867 MT/s if the following are true:

o If any channelin the system is populated with two DIMMSs per channel and at least one of them is
NVDIMM.

o If no channel in the system is configured with three DIMMs per channel.

o If achannel in the system configured with two DIMMSs per channel is populated with all regular
DIMMs, an NVDIMM-N installed in a one DIMM per channel configuration runs at 2133 MT/s.

For more information about server memory, see the Hewlett Packard Enterprise website
(http://www.hpe.com/info/memory ).

Advanced ECC population guidelines

For Advanced ECC mode configurations, observe the following guidelines:

Observe the general DIMM slot population guidelines.

DIMMs may be installed individually.

Online spare population guidelines

For Online Spare memory mode configurations, observe the following guidelines:

Observe the general DIMM slot population guidelines.
Each channel must have a valid online spare configuration.
Each channel can have a different valid online spare configuration.

Each populated channel must have a spare rank. A single dual-rank DIMM is not a valid
configuration.

Population order

For memory configurations with a single processor or multiple processors, DIMMs must be populated
sequentially in alphabetical order (A through L).

After installing the DIMMSs, use the BIOS/Platform Configuration (RBSU) in the UEFI System Utilities to
configure supported AMP modes.

Mirrored Memory population guidelines

For Mirrored Memory mode configurations, observe the following guidelines:

Observe the general DIMM slot population guidelines.

Install DIMMs in either channel 1 and channel 2, or channel 3 and channel 4. Installed DIMMs must
be identical in terms of size and organization.

In multi-processor configurations, each processor must have a valid Mirrored Memory configuration.
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|dentifying the processor type

The processor type installed in the server is briefly displayed during POST. To view this information and
additional processor specifications, do the following:

1.

Reboot the server.

The server restarts and the POST screen appears.
Press F9.

The System Ultilities screen appears.

Select System Information | Processor Information

The Processor Information screen shows detailed information about the processors installed in the
server.

Press Esc until the main menu is displayed.
Select Reboot the System to exit the utility and resume the boot process.

Memory installation

A

A

A

A

CAUTION: To avoid damage to the hard drives, memory, and other system components, the
air baffle, drive blanks, and access panel must be installed when the server is powered up.

CAUTION: DIMMs are keyed for proper alignment. Align notches in the DIMM with the
corresponding notches in the DIMM slot before inserting the DIMM. Do not force the DIMM into
the slot. When installed properly, not all DIMMs will face in the same direction.

CAUTION: Electrostatic discharge can damage electronic components. Be sure you are
properly grounded before beginning this procedure.

CAUTION: Failure to properly handle DIMMs can cause damage to DIMM components and
the system board connector.

Before installing memory on the server:

Verify that the memory is supported on the server. For more information, see the product
QuickSpecs on the Hewlett Packard Enterprise website (http://www.hpe.com/info/gs ).

Review the "DIMM handling guidelines (on page 50)."

Review the "General DIMM and NVDIMM-N population guidelines ("General DIMM and NVDIMM-N
slot population guidelines" on page 47)."

If installing NVDIMM-Ns:

(0]

(0]

(0]

Verify that only Intel Xeon E5-2600 v4 processors are installed on the server.
Verify that the HPE Smart Storage Battery is installed on the server.

Verify that one regular RDIMM is installed on the server. The system cannot have only
NVDIMM-Ns installed.

Update the system ROM to the supported single point system ROM release. For more
information, see the Hewlett Packard Enterprise website
(http://www.hpe.com/support/NVDIMM ).

Review additional server requirements in the HPE 8GB NVDIMM User Guide on the Hewlett
Packard Enterprise Information Library (http://www.hpe.com/info/NVDIMM __-docs).

When installing DIMMs in the server, use the procedure according to the DIMM types being installed:

(0]

Install a DIMM ("Installing a DIMM" on page 50) — For installing regular DIMMs and LRDIMMs

Hardware options installation 49


http://www.hpe.com/info/qs
http://www.hpe.com/support/NVDIMM
http://www.hpe.com/info/NVDIMM-docs

o Installing an NVDIMM (on page 51) — For installing NVDIMM-Ns with an HPE Smart Storage
Battery
DIMM handling guidelines

A CAUTION: Failure to properly handle DIMMs can cause damage to DIMM components and
the system board connector.

When handling a DIMM, observe the following guidelines:

e  Avoid electrostatic discharge (on page 137).

e Always hold DIMMs by the side edges only.

e  Avoid touching the connectors on the bottom of the DIMM.

e  Never wrap your fingers around a DIMM.

e  Avoid touching the components on the sides of the DIMM.

e  Never bend or flex the DIMM.

When installing a DIMM, observe the following guidelines:

e  Before seating the DIMM, open the DIMM slot and align the DIMM with the slot.

e To align and seat the DIMM, use two fingers to hold the DIMM along the side edges.
e To seat the DIMM, use two fingers to apply gentle pressure along the top of the DIMM.

For more information, see the Hewlett Packard Enterprise website
(http://www.hpe.com/support/DIMM _ -20070214-CN).

Installing a DIMM

The server supports up to 24 DIMMs.

To install a DIMM:
1. Power down the server (on page 20).
2. Remove all power:
a. Disconnect each power cord from the power source.
b. Disconnect each power cord from the server.
3. Do one of the following:
o Extend the server from the rack (on page 20).
o Remove the server from the rack (on page 21).
Remove the access panel (on page 21).
Remove the air baffle.
Open the DIMM slot latches.
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7. Install the DIMM.

Install the air baffle.
Install the access panel (on page 21).
10. Install the server into the rack.
11. Connect each power cord to the server.
12. Connect each power cord to the power source.
13. Power up the server ("Powering up the server" on page 20).

Use the BIOS/Platform Configuration (RBSU) in the UEFI System Ultilities to configure the memory mode.

For more information about LEDs and troubleshooting failed DIMMSs, see "Systems Insight Display LED
combinations (on page 10)."

Installing an NVDIMM

A CAUTION: Unlike traditional storage devices, NVDIMMs are fully integrated in with the
ProLiant server. Data loss can occur when system components, such as the processor or HPE
Smart Storage Battery fails. HPE Smart Storage battery is a critical component required to
perform the backup functionality of NVDIMM. It is important to take action when HPE Smart
Storage Battery related failures occur. Always follow best practices for ensuring data
protection.

Power down the server (on page 20).
2. Remove all power:
a. Disconnect each power cord from the power source.
b. Disconnect each power cord from the server.
3. Do one of the following:
o Extend the server from the rack (on page 20).
o Remove the server from the rack (on page 21).
Remove the access panel (on page 21).
Remove the air baffle.
Locate any NVDIMM already installed in the server.

Verify that all LEDs on any installed NVDIMMs are off. For more information on NVDIMM LEDs, see
"NVDIMM LEDs (on page 15)."

N o &
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8.

10.
11.
12.

13.
14.
15.
16.

Install the NVDIMM.

Install the HPE Smart Storage Battery.
Install the air baffle.

Install the access panel (on page 21).

Do one of the following:

o Slide the server into the rack.

o Install the server into the rack.

Connect each power cord to the server.

Connect each power cord to the power source.

Power up the server ("Powering up the server" on page 20).

Sanitize the NVDIMM-Ns, if required. For more information, see the HPE 8GB NVDIMM User Guide
on the Hewlett Packard Enterprise Information Library (http://www.hpe.com/info/NVDIMM _-docs).

Drive options

Depending on the configuration, this server supports SAS, SATA, and NVMe drives. For more information
on drive support, see "Device bay humbering ("Device numbers" on page 16)."

When adding hard drives to the server, observe the following general guidelines:

The system automatically sets all device numbers.
If only one hard drive is used, install it in the bay with the lowest device number.

Drives should be the same capacity to provide the greatest storage space efficiency when drives are
grouped together into the same drive array.
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Removing the hard drive blank

Remove the component as indicated.

Installing a hot-plug SAS or SATA drive

The server can support 8 SAS or SATA hard drives in a SFF configuration, or 10 drives in an SFF
configuration with the optional hard drive cage. In an LFF configuration, the server can support 4 SAS or
SATA hard drives.

To install the component:
1. Remove the drive blank.

2. Prepare the drive.

3. Install the drive.
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Removing a hot-plug SAS or SATA drive

A CAUTION: For proper cooling, do not operate the server without the access panel, baffles,
expansion slot covers, or blanks installed. If the server supports hot-plug components,
minimize the amount of time the access panel is open.

1. Determine the status of the drive from the hot-plug SAS drive LED combinations.
2. Back up all server data on the drive.
3. Remove the drive.

Installing the NVMe drives

NVMe drives are supported on this server when the 10SFF (6 NVMe + 4 SAS/SATA) Express Bay
Enablement Option and/or the 2SFF Express Bay Drive Cage is installed. For more information on which
bays support NVMe drives, see "Device numbers (on page 16)."

To install the drives:

A CAUTION: To prevent improper cooling and thermal damage, do not operate the server or
the enclosure unless all drive and device bays are populated with either a component or a
blank.

1. Remove the drive blank, if installed.

2. Press the Do Not Remove button to open the release handle.
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3. Install the drives.

4. Install an SFF drive blank in any unused drive bays.

/\  CAUTION: Do not remove an NVMe SSD from the drive bay while the Do Not Remove
button LED is flashing. The Do Not Remove button LED flashes to indicate the device is still in
use. Removal of the NVMe SSD before the device has completed and ceased signal/traffic
flow can cause loss of data.

To remove the component:
1.  Press the Power button.

The Do Not Remove button LED illuminates and flashes. Do not press the button while the LED is
illuminated.

2. When the Do Not Remove button LED is no longer flashing or illuminated, press the Do Not Remove
button to open the release lever.
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3.  Remove the drive.

2SFF SAS/SATA drive cage assembly option

A WARNING: To reduce the risk of personal injury from hot surfaces, allow the drives and the
internal system components to cool before touching them.

A CAUTION: To prevent damage to electrical components, properly ground the server before
beginning any installation procedure. Improper grounding can cause ESD.

Back up all server data.

Power down the server (on page 20).

Do one of the following:

o Extend the server from the rack (on page 20).
o Remove the server from the rack (on page 21).
Remove the access panel (on page 21).

Remove the universal media bay blank.
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6. Install the drive cage assembly, and then tighten the three screws.

7. Connect the data cables to the SATA storage connector, the SATA optical/storage drive connector,

and the backplane presence detect connector.
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8. Connect the power cable to the left power connector on the backplane.

g UL 1 <]
= L

A CAUTION: To prevent improper cooling and thermal damage, do not operate the server or
the enclosure unless all drive and device bays are populated with either a component or a
blank.

9. Install drives or blanks in the empty drive bays.

2SFF Express Bay drive backplane

A CAUTION: To prevent damage to electrical components, take the appropriate anti-static
precautions before beginning any system installation. Improper grounding can cause
electrostatic discharge.
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To install the component:

1. Back up all server data.

2. Remove all power:
a. Disconnect each power cord from the power source.
b. Disconnect each power cord from the server.

3. Do one of the following:
o Extend the server from the rack (on page 20).
o Remove the server from the rack (on page 21).
Remove the access panel (on page 21).

Remove all drives ("Removing a hot-plug SAS or SATA drive" on page 54) and drive blanks
("Removing the hard drive blank" on page 53).

Disconnect and remove all cables connected to the drive backplane.
Remove the universal media bay blank.

8. Install the drive cage assembly, then tighten the three screws.
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9. Remove the primary PCI riser cage ("Remove the PCl riser cage" on page 22).
10. Install the Express Bay bridge card in slot 1 of the primary PCI riser cage.

11. Install the primary PClI riser cage ("Install the PCI riser cage" on page 23).
12. Connect the data cables from the Express Bay drive cage to port 3 on the Express Bay bridge card.

13. Connect the power cable to the left power connector on the backplane.
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A CAUTION: To prevent improper cooling and thermal damage, do not operate the server or
the enclosure unless all drive and device bays are populated with either a component or a
blank.

14. Install the high-performance fans ("High-performance fan option" on page 32).
15. Install the NVMe drives ("Installing the NVMe drives" on page 54).

16. Install the access panel (on page 21).

17. Install the server into the rack.

18. Connect each power cord to the server.

19. Connect each power cord to the power source.

20. Press the Power On/Standby button.

The server exits standby mode and applies full power to the system. The system power LED
changes from amber to green.

4LFF Universal Media Bay option

A WARNING: To reduce the risk of personal injury from hot surfaces, allow the drives and the
internal system components to cool before touching them.

A CAUTION: To prevent damage to electrical components, properly ground the server before
beginning any installation procedure. Improper grounding can cause ESD.

Back up all server data.

Power down the server (on page 20).

Do one of the following:

o Extend the server from the rack (on page 20).
o Remove the server from the rack (on page 21).
Remove the access panel (on page 21).

Remove the bay blanks.
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o 4 LFF optical drive blank
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6. Install the universal media bay option.
o 4 LFF optical drive.
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After installing the 4 LFF optical drive, connect the ODD cable to the rear of the drive.

7. Route the cables along the edge of the system board, and then connect the cables to the system
board.

o 4 LFF VGA/USB connections
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Connect the VGA/USB cable to the Front VGA/USB connector toward the rear of the system
board.

o 4 LFF optical drive connection
Connect the SATA optical cable to the SATA optical/storage drive connector.

Install the access panel (on page 21).
Slide the server into the rack.
10. Connect all power cords to the server, and then power up the server.

8SFF Universal Media Bay option

A WARNING: To reduce the risk of personal injury from hot surfaces, allow the drives and the
internal system components to cool before touching them.

A CAUTION: To prevent damage to electrical components, properly ground the server before
beginning any installation procedure. Improper grounding can cause ESD.
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Back up all server data.

Power down the server (on page 20).

Do one of the following:

o Extend the server from the rack (on page 20).
o Remove the server from the rack (on page 21).
Remove the access panel (on page 21).

Remove the universal media bay blank.

6. Install the universal media bay option.
o 8SFF DVD-RW/VGA/USB
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o 8SFF VGA/USB

7. Route the cables along the edge of the system board, and then connect the cables to the system
board.

o 8SFF DVD-RW/VGA/USB connections

Connect the VGA/USB cable to the Front VGA/USB connector toward the rear of the system
board.

Connect the SATA optical cable to the SATA optical/storage drive connector.

o 8SFF VGA/USB connections
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Connect the VGA/USB cable to the Front VGA/USB connector toward the rear of the system
board.

8. Install the access panel (on page 21).
9. Slide the server into the rack.
10. Connect all power cords to the server, and then power up the server.

10SFF (6 NVMe + 4 SAS/SATA) Express Bay drive
backplane

The 10SFF (6 NVMe + 4 SAS/SATA) Express Bay Enablement Kit includes the following components:
e  8SFF Express Bay Drive Cage backplane

e  2SFF Express Bay Drive Cage backplane

e  2SFF Express Bay Drive Cage

e  Express Bay Bridge Card

This option provides support for up to six SFF NVMe SSDs and four SFF SAS drives, SATA drives, or
SSDs. The high-performance fans and a controller, such as the HPE Smart Array P440ar Controller, must
be installed when installing this option.

For more information about NVMe SSDs, see the Hewlett Packard Enterprise website
(http://ww.hpe.com/support/NVMedrive _en ). For more information on supported drives and
population rules, see the server user guide on the Hewlett Packard Enterprise website.
(http://www.hpe.com/support/DL360Gen9/docs )

To install the component:
1. Back up all server data.
2. Remove all power:
a. Disconnect each power cord from the power source.
b. Disconnect each power cord from the server.
3. Do one of the following:
a. Extend the server from the rack (on page 20).
b. Remove the server from the rack (on page 21).
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Remove the access panel (on page 21).

Remove all drives ("Removing a hot-plug SAS or SATA drive" on page 54) and drive blanks
("Removing the hard drive blank" on page 53).

Disconnect and remove all cables connected to the drive backplane.
Remove the 8SFF SAS/SATA drive backplane ("Removing the 8 SFF drive backplane" on page 24).
Install the 8SFF Express Bay backplane.

10.
11.

12.
13.

14.
15.

16.

17.
18.

Install the 2SFF Express Bay Enablement Option ("2SFF Express Bay drive backplane" on page
58).

Remove the primary PCI riser cage ("Remove the PCI riser cage" on page 22).
Install the Express Bay Bridge card in slot 1 of the primary PCI riser cage.

Install the primary PCI riser cage ("Install the PCI riser cage" on page 23).

Cable the 10SFF (6 NVMe + 4 SAS/SATA) Express Bay Enablement Options ("10SFF (6 NVMe + 4
SAS/SATA) Express Bay Enablement Option cabling" on page 113).

Install the high-performance fans ("High-performance fan option" on page 32).

Install the NVMe drives ("Installing the NVMe drives" on page 54). For more information on which
bays support NVMe drives, see "Device numbers (on page 16)."

Install the SAS or SATA drives ("Installing a hot-plug SAS or SATA drive" on page 53). For more
information on which bays support SAS and SATA drives, see "Device humbers (on page 16)."

Install the access panel (on page 21).
Install the server into the rack.
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19. Connect each power cord to the server.
20. Connect each power cord to the power source.
21. Press the Power On/Standby button.

The server exits standby mode and applies full power to the system. The system power LED
changes from amber to green.

GPU riser and cable option

A WARNING: To reduce the risk of personal injury from hot surfaces, allow the drives and the
internal system components to cool before touching them.

A CAUTION: To prevent damage to electrical components, properly ground the server before
beginning any installation procedure. Improper grounding can cause ESD.

Back up all server data.

Power down the server (on page 20).

Do one of the following:

o Extend the server from the rack (on page 20).

o Remove the server from the rack (on page 21).

Remove the access panel (on page 21).

Remove the primary PCI riser cage ("Remove the PCI riser cage" on page 22).

Install the GPU in the x16 slot in the primary PCI riser cage position. The PCI riser cage assembly
with the full-length, full-height PCle3 x16 riser slot is required for GPU installation. For more
information, see "Full height PCle x16 riser cage assembly option (on page 71)."

Before installing a high-power GPU in the server, be sure that the power supplies support the
installation of the option. Because of the high power requirements for the GPU, a 800-W or higher
power supply might be required. For more information, see the Hewlett Packard Enterprise
Configurator website (http://www.hpe.com/info/SimpleConfigurator ).
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7. Install the GPU support bracket.
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9. Connect the GPU riser cable to the GPU and the primary riser cage PCA.

Secondary riser options

The server supports low-profile or full-height risers in the secondary riser cage position.

Full height PCle x16 riser cage assembly option

This option includes GPU support for a secondary riser.

A WARNING: To reduce the risk of personal injury from hot surfaces, allow the drives and the
internal system components to cool before touching them.

A CAUTION: To prevent damage to electrical components, properly ground the server before
beginning any installation procedure. Improper grounding can cause ESD.

Back up all server data.

Power down the server (on page 20).

Do one of the following:

o Extend the server from the rack (on page 20).

o Remove the server from the rack (on page 21).

Remove the access panel (on page 21).

Remove the primary PCI riser cage ("Remove the PCl riser cage" on page 22).
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6. If installed, remove the low profile riser board from the secondary riser board slot. Remove the riser
cage bracket from the primary PCle riser cage.

7. Lift and remove the riser cage latch.
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8. Install the full height PCle x16 riser cage latch.

9.  Alignthe PCle x16 riser cage with the corresponding connector on the system board, and then press
down on the riser cage.

An HPE DL360 Gen9 Smart Array P440ar Controller for 2 GPU configurations (726740-B21) is
required when configuring the server with dual GPU cards. If a GPU is installed in the full height PCle
riser cage option, connect the GPU cable to the riser cage connector and the installed GPU.

A CAUTION: To prevent improper cooling and thermal damage, do not operate the server
unless all PCI slots have either an expansion slot cover or an expansion board installed.
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The HPE Smart Array P440ar Controller with cut heatsink (726740-B21) allows for clearance when a
GPU is installed in the secondary full-height riser cage.

Iltem Description

1 GPU 1
2 GPU 2
3 HPE Smart Array P440ar Controller

Low-profile PCle slot riser cage option

/A WARNING: To reduce the risk of personal injury from hot surfaces, allow the drives and the
internal system components to cool before touching them.

A CAUTION: To prevent damage to electrical components, properly ground the server before
beginning any installation procedure. Improper grounding can cause ESD.
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1. Back up all server data.
2. Power down the server (on page 20).
3. Do one of the following:
o Extend the server from the rack (on page 20).
o Remove the server from the rack (on page 21).
4.  Remove the access panel (on page 21).
5. Install the low-profile riser cage.

HPE Smart Storage Battery

To install the component:
1. Power down the server (on page 20).
2. Remove all power:
a. Disconnect each power cord from the power source.
b. Disconnect each power cord from the server.
3. Do one of the following:
o Extend the server from the rack (on page 20).
o Remove the server from the rack (on page 21).
4.  Remove the access panel (on page 21).
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5. Install the Smart Storage battery.

6. Connect the cable.

POS
INT =
Install the access panel (on page 21).
Slide the server into the rack.
9. Connect each power cord to the server.
10. Connect each power cord to the power source.

11. Power up the server ("Powering up the server" on page 20).

HPE Smart Array P440ar Controller option

/\  WARNING: To reduce the risk of personal injury from hot surfaces, allow the drives and the
internal system components to cool before touching them.

A CAUTION: To prevent damage to electrical components, properly ground the server before
beginning any installation procedure. Improper grounding can cause ESD.
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Back up all server data.

Power down the server (on page 20).

Do one of the following:

o Extend the server from the rack (on page 20).
o Remove the server from the rack (on page 21).
Remove the access panel (on page 21).

Install the HPE Smart Array P440ar controller.

cables according to their labels as Port 1 or Port 2. These labels are on the cables and their

connections.
o 8SFF
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o ALFF

HPE Smart Array P440 Controller option

A WARNING: To reduce the risk of personal injury from hot surfaces, allow the drives and the
internal system components to cool before touching them.

A CAUTION: To prevent damage to electrical components, properly ground the server before
beginning any installation procedure. Improper grounding can cause ESD.

Back up all server data.

Power down the server (on page 20).

Do one of the following:

o Extend the server from the rack (on page 20).

o Remove the server from the rack (on page 21).

Remove the access panel (on page 21).

Remove the primary PCI riser cage ("Remove the PCI riser cage" on page 22).
Remove the slot two expansion board blank.
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The controller board can be installed in slot 1 or slot 2.
7. Install the controller board into slot 2 of the riser cage.

Install the riser cage in the server ("Install the PCI riser cage" on page 23).

Connect the cables from port one and two on the backplane to port one on the P440 controller board.
If the H240 controller board is installed, the SAS cables will use both ports.

o 8SFF
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o A4LFF

HPE Smart Array P840ar Controller option

A WARNING: To reduce the risk of personal injury from hot surfaces, allow the drives and the
internal system components to cool before touching them.

A CAUTION: To prevent damage to electrical components, properly ground the server before
beginning any installation procedure. Improper grounding can cause ESD.

Back up all server data.

Power down the server (on page 20).

Do one of the following:

o Extend the server from the rack (on page 20).

o Remove the server from the rack (on page 21).
4. Remove the access panel (on page 21).
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Install the HPE Smart Array P840ar controller.

HPE Smart Array P840 Controller board option

A WARNING: To reduce the risk of personal injury from hot surfaces, allow the drives and the
internal system components to cool before touching them.

A CAUTION: To prevent damage to electrical components, properly ground the server before
beginning any installation procedure. Improper grounding can cause ESD.

Back up all server data.

Power down the server (on page 20).

Do one of the following:

o Extend the server from the rack (on page 20).
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o Remove the server from the rack (on page 21).
Remove the access panel (on page 21).

Remove the primary PCI riser cage ("Remove the PCI riser cage" on page 22).
Install the P840 controller board.

7. Install the riser board assembly.
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8.

Connect the Mini-SAS cables from the standard backplane to port one on the optional P840

controller board.

9.

If the 2SFF SAS/SATA backplane is installed, connect the Mini-SAS cable from the optional

backplane to port 2 on the P840 controller board.
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Systems Insight Display module

A WARNING: To reduce the risk of personal injury from hot surfaces, allow the drives and the
internal system components to cool before touching them.

A CAUTION: To prevent damage to electrical components, properly ground the server before
beginning any installation procedure. Improper grounding can cause ESD.

Back up all server data.

Power down the server (on page 20).

Do one of the following:

o Extend the server from the rack (on page 20).
o Remove the server from the rack (on page 21).
Remove the access panel (on page 21).

Disconnect the Power/UID/USB cable from the front power button/USB 3.0 connector on the system
board.

6. Remove the Power/UID/USB assembly.
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A CAUTION: When routing cables, always be sure that the cables are not in a position where
they can be pinched or crimped.
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To install the SID module:

Guide the SID cable through the front of the server.

1.

Install the SID module into the front panel and secure the module to the chassis with the screws from

the kit.

2.

8SFF
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3.

FlexibleLOM option

A WARNING: To reduce the risk of personal injury from hot surfaces, allow the drives and the
internal system components to cool before touching them.

A CAUTION: To prevent damage to electrical components, properly ground the server before
beginning any installation procedure. Improper grounding can cause ESD.

Back up all server data.

Power down the server (on page 20).

Do one of the following:

o Extend the server from the rack (on page 20).
o Remove the server from the rack (on page 21).
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Remove the access panel (on page 21).
Remove the FlexibleLOM PCle blank.

6. Install the component:
a. Firmly seat the FlexibleLOM in the slot.
b. Tighten the thumbscrew.
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Install the access panel (on page 21).
Slide the server into the rack.
Connect the LAN segment cables.
10. Connect each power cord to the server.
11. Connect each power cord to the power source.
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12. Power up the server ("Powering up the server" on page 20).

Serial cable option

/\  WARNING: To reduce the risk of personal injury from hot surfaces, allow the drives and the
internal system components to cool before touching them.

A CAUTION: To prevent damage to electrical components, properly ground the server before
beginning any installation procedure. Improper grounding can cause ESD.

Back up all server data.

Power down the server (on page 20).

Do one of the following:

o Extend the server from the rack (on page 20).
o Remove the server from the rack (on page 21).
Remove the access panel (on page 21).

Remove the serial cable blank.

Nl
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Connect the serial cable option. Then, remove the backing from the double-sided tape and press
down where indicated.

Expansion board options

The server supports PCI Express expansion boards. The server ships with PCle riser boards and
expansion slots. PCle expansion boards are supported with optional riser boards.

Removing the expansion slot blanks

© N o g &

A WARNING: To reduce the risk of personal injury from hot surfaces, allow the drives and the

internal system components to cool before touching them.

A CAUTION: To prevent damage to electrical components, properly ground the server before

beginning any installation procedure. Improper grounding can cause ESD.

Back up all server data.

Power down the server (on page 20).

Do one of the following:

o Extend the server from the rack (on page 20).

o Remove the server from the rack (on page 21).

Remove the access panel (on page 21).

Disconnect any external cables that are connected to the expansion board.
Disconnect any internal cables that are connected to the expansion board.
Remove the primary PCI riser cage ("Remove the PCl riser cage" on page 22).
Remove the expansion slot blank:
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o Primary PCI riser cage

o Secondary PCI riser cage
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Installing an expansion board

A WARNING: To reduce the risk of personal injury from hot surfaces, allow the drives and the
internal system components to cool before touching them.

A CAUTION: To prevent damage to electrical components, properly ground the server before
beginning any installation procedure. Improper grounding can cause ESD.

Back up all server data.

Power down the server (on page 20).

Do one of the following:

o Extend the server from the rack (on page 20).

o Remove the server from the rack (on page 21).

Remove the access panel (on page 21).

Remove the primary PCI riser cage ("Remove the PCI riser cage” on page 22).
Remove the expansion slot blank ("Removing the expansion slot blanks" on page 90).
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7. Install the expansion board:
o Primary riser cage

o Secondary riser cage

8. Connect any required internal or external cables to the expansion board. See the documentation that
ships with the expansion board.

9. Install the PCI riser cage (on page 23).

10. Install the access panel (on page 21).

11. Install the server into the rack.

12. Connect each power cord to the server.

13. Connect each power cord to the power source.

14. Power up the server ("Powering up the server" on page 20).

Location discovery services ear option

1. Remove all power:
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2.

a. Disconnect each power cord from the power source.
b. Disconnect each power cord from the server.
Remove the access panel (on page 21).
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3.

Remove the hot-plug fan or fan blank from fan bay 1.
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4.  Remove the location discovery cable protection panel from the left side of the server.
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5.  Remove the standard ear.

6. Install the location discovery services ear option and route the location discovery services cable

through side channel.
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7. Install the discovery cable protection panel.

8. Connect the location discovery services cable to the location discovery services connector on the
system board.
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9.

Install the hot-plug fan or fan blank into fan bay 1.

M.2 SSD Enablement Board option

The M.2 enablement board is supported in slot 1 or 2 with the full-height bracket on the primary riser cage
and in slot 3 with the low-profile bracket on the secondary riser cage.

Installing an SSD module on the M.2 SSD Enablement Board

1.
2.

L

Power down the server (on page 20).
Remove all power:

a. Disconnect each power cord from the power source.

b. Disconnect each power cord from the server.

Extend the server from the rack (on page 20).

Remove the access panel (on page 21).

Remove the PCle riser cage ("Remove the PCI riser cage" on page 22).

Remove the expansion slot blank ("Removing the expansion slot blanks" on page 90).

IMPORTANT: For management and monitoring of the SSD modules, use the HPE Smart
Storage Administrator (http://www.hpe.com/servers/ssa ).
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7.

9.

10.
11.
12.
13.
14.

Install the SSD module on the M.2 SSD enablement board.

o} T

Install the M.2 SSD enablement board in any slot in the primary or secondary PCI riser cage
("Installing an expansion board" on page 92).

Install the PCI riser cage (on page 23).

Install the access panel (on page 21).

Install the server into the rack.

Connect each power cord to the server.

Connect each power cord to the power source.

Power up the server ("Powering up the server" on page 20).

Installing an M.2 SSD Enablement Board

The M.2 SSD enablement board is supported in either slot 1 or 2 of the Primary riser cage and slot 3 on
the secondary PCI riser cage.

To install the component:

1.
2.

o o Mo

Power down the server (on page 20).

Remove all power:

a. Disconnect each power cord from the power source.

b. Disconnect each power cord from the server.

Extend the server from the rack (on page 20).

Remove the access panel (on page 21).

Remove the PCI riser cage (on page 22).

If the board is installed in slot 2 or 3 (the low-profile riser), then do the following:
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7.

a. Remove the full-height bracket from the M.2 SSD enablement board.

Remove the expansion slot cover.
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8. Install the M.2 SSD enablement board into either slot 1 or 2 of the primary PClI riser or in slot 3 of the
secondary PClI riser. Be sure that the correct bracket is installed as directed earlier in this process.

9. Connect and route the SATA cables from the M.2 SSD enablement board to the system board.
o M.2 SSD enablement board installed in slot 1 of the primary PCI riser
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o M.2 SSD enablement board installed in slot 3 of the secondary PCI riser

10. Install the PCI riser cage (on page 23).

11. Install the access panel (on page 21).

12. Install the server into the rack.

13. Connect each power cord to the server.

14. Connect each power cord to the power source.

15. Power up the server ("Powering up the server" on page 20).

Dual 8Gb microSD Enterprise Midline USB device

This server supports the installation of the Dual 8Gb microSD Enterprise Midline USB device on the
server internal USB connector.

This USB storage device contains a dual-SD card module that supports up to two SD, SDHC, or SDXC
storage cards providing data redundancy through a mirrored RAID-1 configuration. This USB storage
device connects to an internal USB connector and is configured upon boot.

To locate the internal USB connector, see "System board components (on page 13)." For more
information, see the Dual 8Gb microSD EM USB storage device documentation on the Hewlett Packard
Enterprise website (http://www.hpe.com/support/8GBDualMicrosd ug en ).

750 W Flex Slot Hot Plug Battery Backup Module

The FSBBU is a self-contained unit with internal lithium-ion batteries that provide DC 12V backup power
for servers when either the main bus utility power fails or the power supply is out of regulation.

You do not have to power down the server before removing or installing an FSBBU.

Flex slot battery backup module configuration load support

The FSBBU module can be daisy chained to only one other FSBBU module. When AC power is lost to
one server, then the loads of both servers will determine if the FSBBU will support the combined load.
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Server #1 + FSBBU Server #2 + FSBBU Supported (Yes/No) Supported (Yes/No)

modul e load module load where server #1 lost ~ where server #2 lost
condition (%) condition (%) input AC power input AC power
10 (75W- 6.25A) 90 (675W- 56.25A) Yes No

20 (150W- 12.5A) 80 (600W- 50A) Yes No

30 (225W- 18.5A) 70 (525W- 43.5A) Yes No

40 (300W- 25A) 60 (450W- 37.5) Yes Yes

50 (375W- 31.25) 50 (375W- 31.25) Yes Yes

60 (450W- 37.5) 40 (300W- 25A) Yes Yes

70 (525W- 43.5A) 30 (225W- 18.5A) No Yes

80 ( 600W- 50A) 20 (150W- 12.5A) No Yes

90 (675W- 56.25A) 10 (75W- 6.25A) No Yes

Installing the FSBBU

A CAUTION: To prevent improper cooling and thermal damage, do not operate the chassis
unless all bays are populated with a component or a blank.

To install the component:
1.  Access the product rear panel.
2. Remove the blank.

A WARNING: To reduce the risk of personal injury from hot surfaces, allow the FSBBU or
power supply blank to cool before touching it.

\

3.  Press the battery check button located on the rear of the FSBBU module to check the battery
condition before installing the unit into the power supply bay. To locate the battery check button and
for more information on the FSBBU module LED status, see "Flex slot battery backup module LEDs
and buttons (on page 105)."
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4. Install the FSBBU module into the power supply bay until it clicks into place.

5. Connect multiple FSBBU units using a daisy chain configuration. A jumper cable (part number
K9B28A) is required for a daisy chain configuration.

6. Charge the FSBBU module until the LED is solid green.

For more information about product features, specifications, options, configurations, and compatibility,
see the product QuickSpecs on the Hewlett Packard Enterprise website (http://www.hpe.com/info/gs ).

Flex slot battery backup module LEDs and buttons

Item Description
1 FSBBU module LED

Hardware options installation 105


http://www.hpe.com/info/qs

Item Description
2 Battery check button

When the battery check button is pressed, the LED indicates the state of the battery. The number of times
that the LED flashes indicates the state of charge.

# of LED State of charge (%)
flashes

0 <5

1 <=30

2 31-69

3 >=70

The state of the LED indicates the FSBBU operating mode.

LED Mode/State

Off e Ship/storage mode
Cycle power operating

Flashing amber o Battery diagnostic
e Active mode

Solid amber Online mode and charger is ON

Flashing green Discharge mode
e RSOC—70-100% frequency=0.5Hz; duty=0.5
e RSOC—31-69% frequency=1Hz; duty=0.5
e RSOC—0-30% frequency=1.5Hz; duty=0.5

Solid green ¢ Online mode and charger is OFF
e Battery is fully charged

Flashing red Auxiliary path A/B protection

Solid red FSBBU fault or other protections

For more information about the FSBBU module, see "750 W Flex Slot Hot Plug Battery Backup Module
(on page 103)."

Trusted Platform Module option

For more information about product features, specifications, options, configurations, and compatibility,
see the product QuickSpecs on the Hewlett Packard Enterprise website (http://www.hpe.com/info/gs ).

Use these instructions to install and enable a TPM on a supported server. This procedure includes three
sections:

1. Installing the Trusted Platform Module board (on page 107).

2. Retaining the recovery key/password (on page 108).

3.  Enabling the Trusted Platform Module (on page 109).
Enabling the TPM requires accessing BIOS/Platform Configuration (RBSU) in the UEFI System
Utilities (on page 128).

TPM installation requires the use of drive encryption technology, such as the Microsoft Windows
BitLocker Drive Encryption feature. For more information on BitLocker, see the Microsoft website
(http://www.microsoft.com ).

/\  CAUTION: Always observe the guidelines in this document. Failure to follow these
guidelines can cause hardware damage or halt data access.
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When installing or replacing TPM, observe the following guidelines:

Do not remove an installed TPM. Once installed, the TPM becomes a permanent part of the system
board.

When installing or replacing hardware, Hewlett Packard Enterprise service providers cannot enable
the TPM or the encryption technology. For security reasons, only the customer can enable these
features.

When returning a system board for service replacement, do not remove the TPM from the system
board. When requested, Hewlett Packard Enterprise Service provides a TPM with the spare system
board.

Any attempt to remove an installed TPM from the system board breaks or disfigures the TPM
security rivet. Upon locating a broken or disfigured rivet on an installed TPM, administrators should
consider the system compromised and take appropriate measures to ensure the integrity of the
system data.

When using BitLocker, always retain the recovery key/password. The recovery key/password is
required to enter Recovery Mode after BitLocker detects a possible compromise of system integrity.

Hewlett Packard Enterprise is not liable for blocked data access caused by improper TPM use. For
operating instructions, see the encryption technology feature documentation provided by the
operating system.

Installing the Trusted Platform Module board

A WARNING: To reduce the risk of personal injury, electric shock, or damage to the equipment,

remove the power cord to remove power from the server. Pressing the Power On/Standby
button does not shut off system power completely. Portions of the power supply and some
internal circuitry remain active until AC power is removed.

A WARNING: To reduce the risk of personal injury from hot surfaces, allow the drives and the

internal system components to cool before touching them.

To install the component:

1.
2.

Power down the server (on page 20).

Remove all power:

a. Disconnect each power cord from the power source.
b. Disconnect each power cord from the server.

Do one of the following:

o Extend the server from the rack (on page 20).

o Remove the server from the rack (on page 21).
Remove the access panel (on page 21).

Remove the PCI riser cage (on page 22).

A CAUTION: Any attempt to remove an installed TPM from the system board breaks or

disfigures the TPM security rivet. Upon locating a broken or disfigured rivet on an installed
TPM, administrators should consider the system compromised and take appropriate measures
to ensure the integrity of the system data.
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6. Install the TPM board. Press down on the connector to seat the board ("System board components”
on page 13).

7. Install the TPM security rivet by pressing the rivet firmly into the system board.
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8. Install the PCI riser cage (on page 23).

9. Install the access panel (on page 21).

10. Install the server into the rack.

11. Power up the server ("Powering up the server" on page 20).

Retaining the recovery key/password

The recovery key/password is generated during BitLocker setup, and can be saved and printed after
BitLocker is enabled. When using BitLocker, always retain the recovery key/password. The recovery
key/password is required to enter Recovery Mode after BitLocker detects a possible compromise of
system integrity.

To help ensure maximum security, observe the following guidelines when retaining the recovery
key/password:

e Always store the recovery key/password in multiple locations.

e  Always store copies of the recovery key/password away from the server.
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e Do not save the recovery key/password on the encrypted hard drive.

Enabling the Trusted Platform Module

1. During the server startup sequence, press the F9 key to access System Utilities.

2. From the System Ultilities screen, select System Configuration > BIOS/Platform Configuration
(RBSU) > Server Security .

Select Trusted Platform Module Options  and press the Enter key.

Select Enabled to enable the TPM and BIOS secure startup. The TPM is fully functional in this
mode.

Press the F10 key to save your selection.
When prompted to save the change in System Utilities, press the Y key.

Press the ESC key to exit System Utilities. Then, press the Enter key when prompted to reboot the
server.

The server then reboots a second time without user input. During this reboot, the TPM setting becomes
effective.

You can now enable TPM functionality in the OS, such as Microsoft Windows BitLocker or measured
boot.

/\ CAUTION: Whena TPM is installed and enabled on the server, data access is locked if you
fail to follow the proper procedures for updating the system or option firmware, replacing the
system board, replacing a hard drive, or modifying OS application TPM settings.

For more information on firmware updates and hardware procedures, see the HP Trusted Platform
Module Best Practices White Paper on the Hewlett Packard Enterprise Support Center website
(http://www.hpe.com/support/hpesc ).

For more information on adjusting TPM usage in BitLocker, see the Microsoft website
(http://technet.microsoft.com/en __-us/library/cc732774.aspx_).
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Cabling

Cabling overview

This section provides guidelines that help you make informed decisions about cabling the server and
hardware options to optimize performance.

A CAUTION: When routing cables, always be sure that the cables are not in a position where
they can be pinched or crimped.

ZSFF embedded SATA backplane cabling

Connect the data cables to the SATA storage connector, the SATA optical/storage drive connector,
and the backplane presence detect connector.
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Connect the power cable to the left power connector on the backplane.
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NOTE: Cabling from the 2SFF SAS/SATA backplane will vary if a PCle storage controller is

in